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A B S T R A C T   

The spatial structural features and compositional relationships of multivariate geochemicals are influenced by 
complex geological processes (e.g., diagenesis and mineralization), and can help identify geochemical anomalies 
and provide key references for mineral resource exploration. However, previous machine-learning-based models 
often treat spatial structural features or compositional relationships separately. Based on the multitask stack 
autoencoder structure, this study proposes a feature fusion convolutional autoencoder (FCAE) to extract and fuse 
the spatial structural features and compositional relationships of multivariate geochemicals for identifying 
geochemical anomalies. In addition, a three-stage training (3ST) strategy combining greedy layerwise pretraining 
and overall fine-tuning is adopted to calibrate the FCAE. To assess the performance, the proposed FCAE was used 
to identify the anomalies related to the Cu ore in the southwest area of the Wuyishan polymetallic metallogenic 
belt in China. The results showed that fusing both spatial structural features and compositional relationships 
effectively improved the accuracy of the anomaly identification. The FCAE outperformed several existing models 
by achieving an AUC of 0.863, a recall of 0.909, and the highest intersection point of the P-A plot in the ex-
periments. In addition, the FCAE is less sensitive to the size of the convolution window, which makes the method 
more applicable and reliable for mineral resource exploration.   

1. Introduction 

Geochemical analysis has been widely used in mineral resource 
exploration due to its low cost and fast implementation (Beus and Gri-
gorian 1977; Xie and Ren 1993; Leybourne and Cameron 2010). 
Recognizing geochemical anomalies is a key task of geochemical 
exploration (Hawkes and Webb 1963; Zuo 2017). These anomalies are 
often treated as important indicators of mineralization and are of 
essential value for mineral resource exploration (Cheng et al., 1994; Zuo 
et al., 2009). 

Many methods have been developed to identify geochemical anom-
alies (Harris et al., 2000), such as the mean ± k standard deviations 
(Hawkes and Webb 1963), exploratory data analysis (Kürzl 1988), 
moving average technique (Zuo et al., 2016) and spatial fractal methods 
(Cheng and Agterberg 1996; Cheng 2007). These methods can identify 

geochemical anomalies by using the spatial structural patterns and 
statistical laws of geochemistry. However, they are mainly based on 
idealized assumptions regarding the frequency distribution (e.g., normal 
distribution) and linear, low-order features, which cannot fully accom-
modate the complexity of geochemical patterns (Xiong and Zuo 2016; 
Zuo 2017). 

In recent years, many machine learning methods have been adopted 
in geochemical exploration and geochemical anomaly identification 
(Zuo et al., 2019). With the ability to model nonlinear systems, machine 
learning methods can capture complex and multistage geological events 
without any known data distribution (Cracknell and Reading 2014). 
Machine learning has been demonstrated to effectively integrate 
multivariate geochemical data and extract geochemical anomalies 
related to mineralization. For example, Twarakavi et al. (2006) pre-
dicted the arsenic concentration in sediments using the robust 
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least-square support vector machines (LS-SVMs) based on the Au con-
centration distribution in Circle City, Alaska. In the Ningqiang mineral 
area, China, Zhao et al. (2016) identified the Au-Cu-related geochemical 
anomalies using artificial neural networks (ANNs) and spectrum-area 
(S-A) multifractals. Li et al. (2019) constructed a deep convolutional 
neural network (DCNN) classification model based on AlexNet and 
effectively extracted the relationships between Mn deposits and 21 
geochemicals. 

The above machine learning methods do not require any assump-
tions regarding the data distribution and can effectively integrate 
multivariate geochemical data and extract information related to 
mineralization. Nevertheless, a key issue with supervised learning 
methods is the requirement of a large number of labeled samples. In 
cases of geochemical anomaly detection, supervised learning methods 
require many known mineral sites as the labeled samples to train the 
model. Such a requirement makes supervised learning methods inap-
plicable in areas without sufficient known mineral sites (Nickerson 
et al., 2001; Krawczyk 2016). In contrast, unsupervised or 
self-supervised learning methods do not rely on labeled samples for the 
training process. As a typical type of self-supervised learning method, 
the autoencoder (AE) neural network includes one or more encoder 
layers and a corresponding number of decoder layers (Fig. 1) (Rumelhart 
et al., 1986). Although training using unlabeled samples, the encoder 
layers learn the general patterns of the samples, such that the decoder 
layers can use the learned patterns to reconstruct the samples as close as 
possible to the original ones (Hinton and Salakhutdinov 2006). As 
geochemical anomalous areas often cover 1.5%–5% of the total area 
(Chen et al. 2009, 2014), the majority of geochemical samples represent 
the general background in a region. Through training, an AE mainly 
learns the geochemical background patterns from the majority of the 
samples and can reconstruct the background, while anomalous samples 
with much fewer occurrences have little impact on the learned patterns. 
Therefore, anomalous samples can be easily distinguished because of the 
reconstruction errors are higher than those of background samples 
(Valentine and Trampert 2012; Sun et al., 2014). The greater the 
reconstruction error is, the more anomalous the sample. 

A number of studies have used AEs for geochemical anomaly 
recognition. For example, Chen et al. (2014a) used a continuously 
restricted Boltzmann machine to reconstruct the geochemical back-
ground and compare it with the measured values to identify geochem-
ical anomalies without the need for ore-forming samples. Xiong and Zuo 
(2016) proposed a geochemical anomaly recognition method based on a 
deep autoencoder (DAN). The results showed that extracting and 
learning the compositional relationships among multiple geochemical 
elements were helpful for geochemical anomaly recognition. Chen et al. 
(2019a) constructed a multiconvolutional autoencoder (MCAE), which 
can extract the spatial structural features of geochemical elements via 

convolution to identify geochemical anomalies. 
The spatial structural feature of a certain geochemical element rep-

resents the pattern of the spatial distribution of this element within a 
certain area. The compositional features of a group of geochemical el-
ements represent the pattern of the compositional relationships among 
these elements within geochemical samples. Previous studies have 
suggested that the complex spatial and compositional features of geo-
chemicals are the result of various geological events and complex 
geological processes (Debaille et al., 2006; Zuo 2011; Xiong and Zuo 
2016; Zuo et al., 2016). Therefore, the analysis of spatial structural 
features and compositional relationships of geochemical elements can 
facilitate the detection and understanding of the primary and secondary 
geological processes (e.g., mineralization processes), hence providing 
key information for identifying anomalies related to mineralization. 
Existing unsupervised machine learning methods can learn these fea-
tures from large amounts of unlabeled or unclassified geochemical data. 
However, they only consider either the spatial structural features (such 
as Chen et al. (2019a)) or the compositional relationships (such as 
Xiong, Zuo (2016) and Chen et al. (2019b)) of geochemicals and cannot 
effectively integrate these two aspects to identify geochemical 
anomalies. 

Therefore, the purpose of this study is to construct a self-supervised 
deep learning model to combine the spatial structural features and 
compositional relationships of multiple geochemical elements to iden-
tify geochemical anomalies related to mineralization. This study pro-
poses a feature fusion convolutional autoencoder (FCAE) based on the 
stack autoencoder and a multitask learning mechanism. To assess the 
effectiveness of the FCAE, this study used it to detect copper-related 
anomalies in the southwestern Wuyishan polymetallic metallogenic 
belt in China. The receiver operating characteristic (ROC) curve, cor-
relation C-value of weights-of-evidence and prediction-area (P-A) plot 
were used as performance indicators to evaluate the FCAE, in compar-
ison with several existing methods. In addition, the model’s sensitivity 
to the size of the convolution window was also analyzed. 

2. Methods 

A new self-supervised model, FCAE, is proposed in this study. The 
FCAE can extract and fuse the spatial structural features and composi-
tional relationships of geochemical elements for multivariate 
geochemical anomaly recognition. As shown in Fig. 2, the principle of 
anomaly detection using the FCAE is the same as for other AE-based 
methods. The patterns of high-probability samples (i.e., geochemical 
background) can be better learned and reconstructed by the autoen-
coder, and those samples with much smaller probabilities (i.e., 
geochemical anomalies) have larger errors after reconstruction and can 
be identified (Xiong and Zuo 2016; Zhou and Paffenroth 2017; Chen 

Fig. 1. Schematic diagram of the autoencoder (AE) neural network. X represents the original sample (often a multivariate sample), and X′ represents the recon-
structed sample. 
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et al. 2019a, 2019b). By measuring the differences between the recon-
structed samples and the original samples, the anomaly score at each 
sampling location can be calculated and an anomaly map can be 
generated. In addition, this study adopts a three-stage training (3ST) 
strategy that combines greedy layerwise pretraining and overall 
fine-tuning to calibrate the FCAE. 

2.1. Structure of the FCAE 

As shown in Fig. 3, the FCAE is composed of two subautoencoders, 
namely AE-s and AE-c. Specifically, AE-s is designed to extract the 
spatial structural features of the input geochemical elements, and AE-c 
extracts the compositional relationships among these elements. The 
encoder and decoder of the FCAE are made up of the encoders and de-
coders of the AE-s and AE-c, respectively. The FCAE takes the concen-
tration maps of a group of geochemical elements, and reconstructs the 

concentration maps. 

2.1.1. Subautoencoder for the spatial structural features (AE-s) 
As shown in Fig. 3, the AE-s is a subautoencoder located on the outer 

layers of the FCAE and is responsible for learning the spatial structural 
features of all input geochemical elements. Multiple convolutional 
autoencoders (CAEs) constitute the AE-s, each CAE corresponding to one 
element. The strengths of the convolutional neural networks (CNNs) and 
AE neural networks are combined in the CAEs (Masci et al., 2011; Chen 
et al., 2019a). CNNs can effectively extract the features of images, such 
as color, texture and density (LeCun et al., 2015). AEs are often used to 
capture the information embedded in a large number of samples, and 
reconstruct the samples as close as possible to the original samples. 

As shown in Fig. 4, each CAE in the AE-s is composed of spatial in-
formation encoder components and decoder components. The encoder 
consisting of convolutional layers and max-pooling layers can learn the 

Fig. 2. Flowchart of multivariate geochemical anomaly detection using the FCAE.  

Fig. 3. Structure of the feature fusion convolutional autoencoder (FCAE).  
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spatial structural features of the geochemical background. The decoder, 
comprising the unpooling layers and convolutional layers, is used to 
reconstruct the geochemical background with the features learned by 
the encoder (Ribeiro et al., 2018). Note that deconvolution is realized by 
using the upsampling layer and the convolutional layer (Chollet et al., 
2015; Noh et al., 2015). 

2.1.2. Subautoencoder for compositional relationships (AE-c) 
Although the spatial features of each geochemical element can be 

obtained via the AE-s encoder, each element is treated independently. 
The compositional relationships among multiple geochemical elements 
also contain key information and can help identify anomalies related to 
mineralization, as the source or process that has generated the anoma-
lies is commonly associated with a suite of elements (Xiong and Zuo 
2016, 2020). Therefore, the FCAE includes a subautoencoder (i.e., the 
AE-c) to fuse the spatial features of multiple geochemical elements 
extracted by the AE-s and further obtain the compositional relationships 
among them. 

As shown in Fig. 5, the encoder component and the decoder 
component of the AE-c are both composed of convolutional layers. 
Compared with the AE-s, the window size of the convolutional layer is 1 
× 1 in the AE-c. During training, AE-c learns the correlation among 
multiple channels (feature layers) at the same location. Therefore, the 
AE-c can learn complex nonlinear relationships among multiple 
elements. 

2.1.3. Activation functions and the cost function 
In FCAE, the rectified linear Unit (ReLU) and sigmoid (Nair and 

Hinton 2010) are used as the activation functions. Specifically, the sig-
moid is only used in the output layer. Using different activation func-
tions in different layers can balance the advantages and disadvantages of 
these two activation functions (Chen et al., 2017). Compared with the 
sigmoid, the ReLU is more computationally efficient, and does not suffer 
from the vanishing gradient problem. However, when the weight update 
is triggered by a significant gradient, it produces “Dying ReLU” (Lu et al., 
2019). Therefore, we normalize the input data and apply the sigmoid 
function to the output layer. The output and input are normalized to the 

range of [0,1], which can help prevent the “Dying ReLU problem” 
during backpropagation (Chen et al., 2017). The cost function of the 
FCAE is the mean square error (MSE). The adaptive learning rate 
(AdaDelta) method (Zeiler 2012) is used to train the FCAE. 

2.2. Three-stage training (3ST) strategy 

The complex structure of the FCAE is likely to lead to the problem of 
vanishing gradients during model training (Bengio et al., 2007; Bengio 
2009). That is, the weights are modified in the hidden layers near the 
output layer, while the weights in the hidden layers near the input layer 
are minimally updated or not at all (Larochelle et al., 2009). It is chal-
lenging to obtain the optimal weights for the two subautoencoders in the 
FCAE, especially for the multiple CAEs in the AE-s, which affects the 
effectiveness of feature extraction and fusion. To address these prob-
lems, this study adopts a three-stage training (3ST) strategy that com-
bines greedy layerwise pretraining and overall fine-tuning (Fig. 6). In 
the first two stages, the AE-s and AE-c are pre-trained separately. In the 
third stage, the pretrained AE-s and AE-c are combined together as the 
FCAE, and the entire model is trained as a whole. 

First, the AE-s are pretrained using multivariate geochemical sam-
ples. Specifically, each CAE of the AE-s is trained independently using 
the concentration map of the corresponding geochemical element as 
input, and the output of each CAE is the reconstructed concentration 
map of the corresponding element. By observing the change in the cost 
value during training, the suboptimal weights (w1 and w′

1) of the AE-s 
and the spatial features of all elements are obtained. 

Second, the AE-c is pretrained independently using the spatial fea-
tures of elements extracted by the AE-s as the input, and the output is the 
reconstructed spatial features of elements. After training, the suboptimal 
weights (w2 and w′

2) of the AE-c are obtained. 
Third, the pretrained AE-s and AE-c are combined into the FCAE, and 

all the obtained suboptimal weights (i.e.w1 w2, w′

1 and w′

2) of the AE-s 
and AE-c are loaded into the FCAE. The FCAE is then trained as a 
whole (fine-tuned) until the entire model converges (Hinton and Sala-
khutdinov 2006). For the training, the concentration maps of the 

Fig. 4. Encoder and decoder of a CAE in AE-s and the red rectangle represents the convolution kernel. (For interpretation of the references to color in this figure 
legend, the reader is referred to the Web version of this article.) 

Fig. 5. Encoder and decoder of the AE-c.  
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geochemical elements are used as the input, and the output is the 
reconstructed concentration maps. 

Such a 3ST strategy can help mitigate the vanishing gradient prob-
lem for complex neural network structures, as the hidden layers close to 
the input layer can be effectively updated during the pretraining of in-
dividual components and the entire model is then fine-tuned to ensure 
that all components to work together as a whole (Hinton and Sala-
khutdinov 2006; Erhan et al., 2010; Mohammadi and Kain 2014). 

2.3. Anomaly score calculation 

Reconstruction errors are often used to detect anomalies in many AE- 
based studies (Valentine and Trampert 2012; An and Cho 2015; Xiong 
and Zuo 2016). In this study, the multivariate Euclidean distance be-
tween the original sample and reconstructed sample is calculated as the 
reconstruction error (also termed anomaly score) for each sampling 
location (Chen et al., 2019a). The higher is the anomaly score is, the 
more anomalous the sample is. 

2.4. Performance assessment 

2.4.1. Receiver operating characteristic curve 
To evaluate the performance of a geochemical anomaly detection 

method, the ratio of the detected mineral deposits to the total mineral 
deposits must be considered, as well as the area of the detected anom-
alous areas. Therefore, this study adopts the receiver operating char-
acteristic (ROC) curve for the quantitative evaluation of the model 
(Fawcett 2006; Zuo 2017; Chen et al., 2019a). Specifically, a set of 
discerningly ordered thresholds of anomaly scores were determined 
according to the range of the anomaly scores. At a certain threshold, the 
study region is divided into anomalous regions and background regions. 
Subsequently, using the known deposits as the reference, at every 
threshold of anomaly score, the true positive rate (TPR) and the false 
positive rate (FPR) are calculated as follows: 

TPR=
Number of mineral deposits in the anomalous region

Number of known mineral deposits in the study region
(2)  

FPR=
Nonmineral area within the anomalous region

Total nonmineral area in study region
(3) 

In geochemical anomaly detection, TPR refers to the proportion of 
the known deposits covered by anomalous regions to all known deposits 
in the entire study region. FPR refers to the proportion of nonmineral 
area in the anomaly region to the total nonmineral area of the entire 
study region. The larger the TPR value and the smaller the FPR value, 
the higher the overlap between the anomaly area circled by the model 
and the known deposits. To evaluate the performance of the model at all 

thresholds, the ROC curve is plotted with the FRPs and TRPs along the X 
horizontal and Y vertical axes, respectively. The closer the area under 
the curve (AUC) is to 1, the greater the accuracy of the model (Bradley 
1997; Fawcett 2006). The closest point on the ROC curve to the upper 
left corner (x = 0, y = 1), which represents the largest TPR and the 
smallest FPR, is used as the best segmentation threshold for dividing 
anomalies and backgrounds (Chen 2019). The ROC curve has been 
widely used in the evaluation of geochemical anomaly detection results 
(Zuo 2017; Zuo et al., 2019; Chen et al., 2019a). 

2.4.2. Weights-of-evidence 
The Weights-of-evidence (WofE) is a geostatistical method based on 

Bayesian probability theory, that evaluates the correlation between the 
anomaly maps and mineral deposits (Agterberg et al., 1993). This is 
calculated as follows: 

W+ = ln
Area(D ∩ B)/Area(D)

Area
(

D∼ ∩ B
)/

Area
(

D∼

) (3)  

W − = ln
Area

(
D ∩ B∼

)/
Area(D)

Area
(

D∼ ∩ B∼

)/
Area

(
D∼

) (4)  

C=W+ − W − (5)  

where B and D indicate the anomalous region and known mine region, 
respectively. W+ and W− refer to the positive and negative weights 
calculated, respectively, from the anomaly map and known occurrences. 
The difference between W+ and W− is denoted as C, which represents 
the correlation between the anomaly map and the mine deposit (Zhang 
et al., 2013). The larger the value of C is, the more significant the cor-
relation between the anomaly map and the mine deposit. 

2.4.3. Prediction-area (P-A) plot 
In addition to the AUC, a common machine learning metric, this 

study also uses the prediction-area (P-A) plot, a traditional metric of 
geochemical anomaly identification, to evaluate the performance of the 
model in terms of both anomaly area and prediction rate of mineral 
deposits (Yousefi and Carranza 2015a, 2015b; Li et al., 2020). In the P-A 
plot of an anomaly map, there are two curves, the curve of the prediction 
rate of known mineral deposits (P) and the curve of the percentage of the 
area of the anomaly region (A). The intersection point that is a common 
point on both the abovementioned curves is a criterion to evaluate and 
weight the whole anomaly map. The sum of the prediction rate and 
occupied area for the intersection point is equal to 100. If the intersec-
tion point is higher on the vertical axis, it indicates that the model 
identifies a smaller anomaly area and a higher accuracy rate. In other 

Fig. 6. Schematic diagram of the three-stage training (3ST) strategy of the FCAE.  
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words, the performance of the model that obtained this anomaly map is 
better (Agterberg and Bonham-Carter 2005; Yousefi and Carranza 
2015a). This study normalizes the anomaly scores obtained by each 
model as (horizontal axis), and evaluates the performances by 
comparing the intersection locations. 

3. Experiment and evaluation 

3.1. Study area and data 

To assess the performance, the FCAE was applied to the southwest 
area of the Wuyishan metallogenic belt to identify the geochemical 
anomalies related to copper ore. The Wuyishan metallogenic belt has 
long experienced the convergence of global supercontinents and the 
breakup of the northern and southern continents, and is endowed with 
preferential mineralization backgrounds and conditions (Ding et al., 
2016). This great belt is located in the Cathaysia block. Several copper 
deposits have been found in the southwestern part of the metallogenic 
belt (i.e., the case study area, as shown in Fig. 7). The main types of 
copper deposits are continental volcanic copper-lead-zinc polymetallic 
deposits, skarn copper polymetallic deposits, and porphyry copper de-
posits (Qiu et al., 2010). 

The stream sediment geochemical data were collected from 3484 
sampling points in the study area at a scale of 1:200,000 by the Institute 
of Geophysical and Geochemical Exploration, Chinese Academy of 
Geological Sciences (IGGE). The dataset includes 32 elements and 6 
oxides. All concentration values were normalized into the range [0, 1] 
using min-max normalization. 

3.2. Selection of related elements 

To identify the geochemical anomalies related to copper, the 
geochemical elements and oxides that are strongly related to copper 
were chosen as indicators of anomaly identification (Chen et al., 2014a). 
The Pearson correlation coefficient between copper and other 

geochemical variables is calculated as follows Benesty et al. (2009). 
According to the correlation coefficient test table, two elements are 
significantly correlated if their correlation coefficient is greater than 
0.104, when the significance level is 0.001 (Chen et al., 2014a). The 
results showed that silver, gold, zinc, arsenic, cadmium, antimony, tin, 
lead, phosphorus, and sodium oxide had high correlations with copper 
(Table 1). Therefore, these 11 geochemical variables were selected as 
the geochemical indicators of copper ore. 

3.3. Application of the FCAE 

3.3.1. Data preprocessing 
Because the FCAE uses a convolutional layer to extract the spatial 

features, the input data of the model should be in the form of a matrix. 
However, the original multivariate geochemical data are points, and the 
concentration values are missing at some locations. To solve this prob-
lem, we interpolated the geochemical values of the sampling locations 
using the inverse distance weighting (IDW) method (Watson and Philip 
1985) to generate concentration maps with spatial dimensions of 57 ×
92, at a spatial resolution of 1634.5 m × 1492.8 m (0.0147◦ × 0.0147◦) 
(Fig. 8). Note that all concentration values were normalized into the 
range of [0, 1]. 

3.3.2. Parameter setting 
In addition to the structure of the model, the setting of the hyper-

parameters is also important. The hyperparameters of the FCAE pri-
marily include the size and number of convolution windows, which can 
directly affect the accuracy (Gu et al., 2018). The size of the convolution 
window (also termed the recognition domain in Chen et al. (2019a)) is 
related to the spatial structure of the data (Bellehumeur et al., 1994). To 
better learn the spatial structural features of the geochemical back-
ground, the number of geochemical background samples in the recog-
nition domain needs to be much greater than the number of anomalous 
samples. Generally, the stability of the spatial structure can be seen as an 
indicator for the selection of the recognition domain. We selected a size 

Fig. 7. Geological map of the study area (data from the Institute of Geophysical and Geochemical Exploration, Chinese Academy of Geological Sciences (IGGE)).  
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of the domain for which the structure did not change significantly as the 
appropriate size of the convolution window (Chen et al., 2019a). In 
geochemical data analysis, global Moran’s I, can be used to measure the 
spatial distribution patterns of the regional geochemical variables (Bin 
et al., 2017). The size of the convolution window can be determined 
using global Moran’s I of the geochemical data. 

As shown in Fig. 9, this study calculated global Moran’s I values for 
different window sizes (i.e., the size of the window measured by the 
numbers of rows and columns of the grids). When the size of the window 
was greater than 17, the Moran’s I value slowly decreased as the 
increasing size of the window. This indicates that the spatial structure in 
the recognition domain is relatively stable and that geochemical back-
ground samples predominate when the size of the domain is greater than 
17. However, when the size of the window became larger (>29), Mor-
an’s I value started to approach 0. This indicates that the pattern of 

variation in the background space (spatial heterogeneity) is difficult to 
capture, when the size of the window is larger than 29. Finally, we set 
the convolution size as 26. 

The setting of the number of hidden layers is often based on expe-
rience and previous studies. Chen et al. (2019a) and Steck (2019) 
demonstrated that as the number of hidden layers increased, the 
reconstruction error of the model decreased gradually. However, the 
reduction of reconstruction error does not represent the accuracy of the 
background reconstruction. Conversely, overly deep structures learned 
unwanted features (i.e., the pattern of geochemical anomalies), which 
made the background reconstruction less accurate. Thus, the hidden 
layers of the decoder and encoder in the FCAE are set to 2. Furthermore, 
as suggested by previous studies, the number of convolution kernels is 
often a power of 2 (8, 16, 32, etc.) (Simonyan and Zisserman 2014; 
Chollet et al., 2015; Gu et al., 2018). To extract enough features without 

Table 1 
Correlation coefficients between copper and the other 9 elements and compound.   

Ag Au Zn As Cd Sb Ti Pb Na2O P  

Cu 0.742 0.531 0.525 0.434 0.379 0.353 0.244 0.242 − 0.156 0.142  

Fig. 8. A normalized concentration map after interpolation (taking Ag as an example).  

Fig. 9. Variation in global Moran’s I index with different convolution window sizes.  
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overfitting, the number of convolution kernels was set to 16. 

3.3.3. FCAE training 
The FCAE was trained using the 3ST strategy that combines greedy 

layerwise pretraining and overall fine-tuning, with the input data of 11 
geochemical indicators. Each element corresponds to a separate input 
layer. A stable cost value meant that the model was considered relatively 
well-trained, and then we loaded the weights of pretrained models into 
the overall fine-tuning. Fig. 10 shows the effects of two training strate-
gies, i.e., 3ST and direct training (without pretraining), on the FCAE 
model. The model trained by 3ST has faster convergence and less fluc-
tuation than the model without pretraining. The cost value of the 3ST is 
also lower, which indicates that the model has a better capability of 
extracting and reconstructing the multivariate geochemical background. 

3.3.4. Anomalies map generation 
After training, the FCAE generated the reconstructed concentration 

maps of geochemical elements. As mentioned before, such reconstructed 
maps can be seen as the backgrounds of elements, because the FCAE had 
learned the spatial structural features and compositional relationships of 
elements embedded in the majority of the samples (i.e., background 
samples), while the anomalous samples had little impact on the recon-
structed maps. Subsequently, the multivariate Euclidean distance (i.e., 
the anomaly score) between the original concentrations of the elements 
and the reconstructed concentrations was calculated for each sample. 
Finally, the anomaly map was generated based on the anomaly scores 
(Fig. 11). However, limited by the lack of ore point labels during 
training, the FCAE can only cause each sample to obtain a continuous 
anomalous score, and does not directly predict that it is a mineral de-
posit or background. Such a limitation results in the mineral and non-
mineral areas not being directly distinguished, but rather causing a 
tendency from high to low scores in the anomaly map. As shown in 
Fig. 11, anomalous high values also appear in the area around the 
resultant Cu deposits. This is a common problem for geochemical 
anomaly identification using unsupervised methods. 

3.4. Performance evaluation and uncertainty analysis 

3.4.1. Performance evaluation 
To quantitatively evaluate the performance of the FCAE, the AUC, P- 

A plot and WofE were calculated using the known Cu deposit sites in the 
study area. In addition, considering the difference in the problem solved 
by unsupervised and supervised models, three unsupervised models, the 
Mahalanobis distance (MAHAL) (Chen et al., 2014b), deep autoencoder 

network (DAN) (Xiong and Zuo 2016), and multiconvolutional autoen-
coder (MCAE) (Chen et al., 2019a), were used as comparison models. 
The MAHAL is the baseline model in geochemical anomaly identifica-
tion, which is widely used in comparison experiments. The DAN and 
MCAE are the latest proposed deep learning models, and have been 
shown to be superior to shallow machine learning models for anomaly 
detection (Zuo 2017; Zuo et al., 2019; Chen 2019). Note, that in this 
experiment, both the MAHAL based on copper elements (MAHAL-Cu) 
and the MAHAL based on the 11 related geochemical elements 
(MAHAL-M) were calculated. 

As shown in Fig. 12, the AUC of the FCAE is significantly higher than 
that of the other methods, which indicates that the FCAE performed the 
best for geochemical anomaly detection for Cu mineralization. In 
particular, when the prediction rate of all models is up to 80%, only the 
FCAE percentage of mineral-free with anomaly regions to study mineral- 
free area is less than 20%. Additionally, based on the vertical values of 
the left and right axes corresponding to the intersection points in the P-A 
plot, the FCAE model obtains a higher position of the intersection points, 
which means that the anomalous area obtained by the FCAE model not 
only covers more known mineral deposits, but also has a smaller 
anomaly area. 

To further evaluate the performance of the model, we selected the 
best threshold based on the ROC (i.e., the closest point on the ROC curve 
to the upper left corner, see section 2.4.1) to segment the anomaly and 
background regions (Fig. 13). The recall rate (the ratio of copper de-
posits located in the anomalous region to all known copper deposits) and 
the correlation C-value WofE from each model are shown in Table 2. The 
FCAE achieved the highest values (recall = 0.909, C = 3.586) among all 
methods. 

The recall rate of the MAHAL-M is higher (recall = 0.818) than that 
of the MAHAL-Cu, and the anomaly region identified by the MAHAL-M 
is closer to the known Cu deposit (Fig. 14B). The main reason for this 
result is that multivariate data contain not only more information 
related to mineralization, but also redundant information. Simple sta-
tistical methods can extract only linear features, and cannot extract key 
details from multivariate data. This causes the area of the anomalous 
region identified based on the 11 related geochemical elements to be 
larger than that identified by a single Cu element (Timme et al., 2014). 

By learning either the compositional relationships among elements 
or the spatial structural features of elements, the DAN and MCAE are 
able to identify some geochemical anomalies related to copper deposits. 
The DAN had a better recognition result for the copper deposits in the 
northwest corner (Fig. 13C), while the MCAE had a better recognition 
result for the copper deposits in the central area (Fig. 13D). By 
combining both the spatial structural features and compositional re-
lationships, the FCAE outperformed other methods, and identified most 
of the known Cu deposits (10 out of 11) in the study area (Fig. 13E). 

3.4.2. Sensitivity analysis on convolution window size 
The convolutional layers of the FCAE can extract the spatial struc-

tural features of geochemical exploration data and improve anomaly 
recognition related to mineralization. The size of the convolution win-
dow is a key parameter that may greatly affect the performance (Gu 
et al., 2018). In many studies that use convolution neural networks, the 
size of the convolution window was set by empirical experience. 
Therefore, the sensitivity of the model to the convolution window size 
must be considered in real applications. In this study, the MCAE model 
and FCAE model with different sizes of convolution windows were 
divided into eleven groups to compare and analyze the sensitivity. To 
better simulate the real applications, each group model was trained 10 
times with random initial weights. 

When the size of the convolution window was the same, the highest 
AUC value of the FCAE was higher than that of the MCAE (Fig. 14 A and 
B). Compared with MCAE, the fluctuation range of the AUC values of the 
FCAE of each group was smaller. Furthermore, the mean AUC and mean 
recall rate of FCAE in each group were also greater than those of the 

Fig. 10. Variation in the loss function (cost function, i.e., MSE) with the 
number of training epochs. 
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MCAE in each group (Fig. 14 C and D). These results indicate that the 
FCAE is less sensitive to the size of the convolution window than the 
MCAE, which is more conducive for real-world applications. 

4. Discussion 

In contrast with the existing deep learning models, the FCAE solves 
the problem of separation of spatial structural features and composition 
relationships of geochemical variables. The FCAE can extract and fuse 
both spatial structural features and composition relationships to identify 
geochemical anomalies without labeled geochemical data. In the case 
study, the FCAE achieved the highest accuracy in all evaluation in-
dicators, compared with other methods. The maximum AUC of the FCAE 
reached 0.863, with the recall rate of known Cu deposits in the 
geochemical anomaly region identified by the FCAE reaching 0.909. 
Such a result shows that the FCAE model has better anomaly detection 
capabilities. 

It must be noted that unsupervised learning methods, including the 
FCAE, are based on the premise that geochemical anomalies only take a 
small proportion of the whole study area and that the majority of sam-
ples represent the geochemical background. Since previous studies have 

suggested that geochemical anomalies often cover 1.5%–5% of the total 
area (Chen et al. 2009, 2014a), the FCAE and other unsupervised 
methods can be applied in most cases. However, we still need to clarify 
that the AE is counterproductive in areas where mineral deposits are 
particularly rich and occupy the majority of the area. 

This study demonstrates that it is advantageous to integrate spatial 
structural features and component relationships for geochemical 
anomaly recognition. In future studies on geochemical anomaly identi-
fication, more methods of multifeature fusion should be considered. In 
this study, we use the stack and multitask mechanism for feature fusion, 
which not only increases the generalization ability of the model but also 
enables nonlinear fusion between different features (Evgeniou and 
Pontil 2004; Zhou and Paffenroth 2017). However, there are many ways 
to integrate models and features in machine learning (e.g., multimodel 
averaging, staking, dynamic classifier selection and sequential combi-
nation) (Zhao et al. 2019, 2020). How to better fuse multiple features 
based on the characteristics of geochemical data is also worthy of further 
study. 

This study also analyzed the model’s sensitivity to parameters (i.e., 
the convolution window size for the CAE). The results suggest that the 
FCAE is less sensitive to the size of the convolution window than the 

Fig. 11. Anomaly map generated by the FCAE. For better visualization, the anomaly scores are normalized into the range of [0,1].  

Fig. 12. Receiver operating characteristics (ROC) curves and prediction-area (P-A) plots of various approaches. MAHAL-Cu: Mahalanobis distance with Cu; MAHAL- 
M: Mahalanobis distance with multiple related elements; DAN: deep autoencoder network; MCAE: multiconvolutional autoencoder; FCAE: feature fusion con-
volutional autoencoder. 
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MCAE, which is more conducive in real applications. The MCAE only 
extracts the spatial structural features to identify geochemical anoma-
lies, and is more sensitive to the size of the convolution window. In 
contrast, the FCAE fuses the spatial structural features and composition 
relationships for multivariate geochemical anomaly recognition. The 
compositional relationships are extracted from multiple geochemical 
variables at the sampling locations without considering the feature 
extraction window size (Xiong and Zuo 2016). Therefore, the FCAE is 
less sensitive to the size of the convolution window. Previous studies 
have shown that the combined use of multi-sized convolution kernels is 
beneficial to spatial structural feature extraction and reduces the 
parameter sensitivity. In the future, we will refer to the structure of 

ResNet (He et al., 2016) and use multiple repetitive small convolution 
kernels instead of a large convolution kernel. The features obtained by 
each convolutional layer will be fused to further reduce the model’s 
sensitivity to the size of the convolution window. 

This study still has many limitations and opportunities for future 
studies. First, the FCAE uses convolutional layers for extracting spatial 
features, which can be used only when the input data are in regular grids 
(Zhou et al., 2018). However, most study areas in the natural environ-
ment have irregular shapes, which limits the application of the model 
(Zhu et al., 2007). Second, this study did not consider other data sources 
that may also provide information for anomaly recognition (e.g., remote 
sensing data and geophysical data). All these limitations require further 
study. 

5. Conclusions 

The spatial structural features and composition relationships of 
geochemical elements is the synthesis of various geological processes. 
This study proposes a feature fusion convolutional autoencoder (FCAE) 
for multivariate geochemical anomaly recognition. FCAE extracts and 
fuses both the spatial structural features and composition relationships 
of geochemical variables to identify the geochemical anomalies accu-
rately. It provides a new method for the identification of geochemical 
anomalies through deep learning. We designed a case study to 

Fig. 13. Anomaly recognition results of each model based on the optimal threshold obtained by the ROC curve (A) MAHAL-Cu: Mahalanobis distance with Cu; (B) 
MAHAL-M: Mahalanobis Distance with multiple related elements; (C) DAN: deep autoencoder network; (D) MCAE: multiconvolutional autoencoder; (E) FCAE: 
feature fusion convolutional autoencoder. 

Table 2 
Performance indicators of the various methods. MAHAL-Cu: Mahalanobis dis-
tance with Cu; MAHAL-M: Mahalanobis distance with multiple related elements; 
DAN: deep autoencoder network; MCAE: multiconvolutional autoencoder; 
FCAE: feature fusion convolutional autoencoder.  

Model AUC Recall C 

MAHAL-Cu 0.710 0.636 2.276 
MAHAL-M 0.747 0.818 2.549 
DAN 0.806 0.727 2.753 
MCAE 0.835 0.818 2.666 
FCAE 0.863 0.909 3.586  
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demonstrate the performance of the FCAE, in the southwest area of the 
Wuyishan Cu-Pb-Zn polymetallic metallogenic belt. The FCAE achieved 
the highest accuracy in all indicators (AUC = 0.863 and recall = 0.909) 
compared with a few existing methods, proving that integrating both 
spatial structural characteristics and composition relationships helps 
identify geochemical anomalies. Compared to the MCAE, the FCAE is 
less sensitive to the size of the convolutional window, which improves 
its ease of use in real-world applications. 
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